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locus as a function of time [7] or upon gene activation [8,30]).
Finding an appropriate model involves representing chromatin as
a polymer and simulating its dynamics subject of physical
interactions (e.g., spatial and topological constraints, confinement,
and supercoiling) as well as biological interactions (e.g., specific
and non-specific interactions between chromosomal loci, and
nuclear lamina/matrix, among others).

Recent studies provide many examples of successful use of
polymer physics in describing chromosome architecture. A recent
study of the human chromatin using the Hi-C technique has shown
that statistics of long-range interactions are consistent with a long-
lived non-equilibrium state of a homopolymer emerging due to
rapid condensation, rather than with any particular equilibrium
state [13]. Approaching this problem using polymer physics can also
reveal the roles of excluded volume, chain entropy, confinement,
DNA supercoiling, and topological constraints in shaping the
conformational ensemble of chromatin. For example, recent studies
of short polymer rings suggested that topological constraints may be
sufficient for the maintenance of chromosomal territories in
eukaryotes [31,32]. Similarly, the entropy of the DNA chain was
suggested to be sufficient for segregation of chromosomes during

E. coli division [33]. A final example is that a quasi-linear organi-
zation of the circular E. coli chromosome was shown to be consistent
with a model where DNA supercoiling plays a central role [5]. Since
several alternative physical models may fit even the most data-rich
experiments equally well, follow-up experiments are required to
dissect alternative models.

What Can We Learn from Data Integration?

Data integration using computational approaches has already
proven useful in the determination of structures of large complexes
of proteins. In a landmark study addressing this problem, the Sali
Lab (University of California San Francisco) used the Integrative
Modeling Platform (IMP, http://www.integrativemodeling.org/),
a multi-scale and flexible computational framework based on the
satisfaction of spatial restraints [34]. In IMP, the problem of
determining a probabilistic map of all proteins in the nuclear pore
complex (NPC) was expressed as an optimization problem, where
all available experimental information was integrated and
represented as spatial restraints. The systematic integration of
the input information provided a more complete and detailed

Figure 3. Two computational approaches for determining the 3D structure of genomic domains and genomes. (A) The first approach
uses polymer models to simulate relevant interactions (both physical and biological) that explain experimental observations. (B) The second
approach integrates diverse experimental observations to model a conformational ensemble that satisfies the experimental observations.
doi:10.1371/journal.pcbi.1002125.g003
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Level V: Loop-extrusion as a driving force
Fudenberg, G., Imakaev, M., Lu, C., Goloborodko, A., Abdennur, N., & Mirny, L. A. (2015).  

Formation of Chromosomal Domains by Loop Extrusion. bioRxiv.
FIGURE 1 
 
 

 
 
Fig 1. Loop extrusion as a mechanism domain formation. 
a. Examples of Hi-C contact maps at 5kb resolution showing domains from four chromosomal 
regions (GM12878 in-situ MboI (3)), highlighting domains (purple lines) and interaction peaks (blue 
circles).  
b. Model of LEF dynamics, LEFs shown as linked pairs of yellow circles, chromatin fiber in grey.  
From left to right: extrusion, dissociation, association, stalling upon encountering a neighboring 
LEF, stalling at a BE (red hexagon). 
c. Schematic of LEF dynamics (Movie-M1, Movie-M2). 
d. Conformations of a polymer subject to LEF dynamics, with processivity 120kb, separation 120kb. 
Left: shows LEFs (yellow), and chromatin (grey), for one conformation, where darker grey highlights 
the combined extent of three regions of sizes (180kb, 360kb, 720kb) separated by BEs. Right: 
shows the progressive extrusion of a loop (black) within a 180kb region. 
e. Simulated contact map for processivity 120kb, separation 120kb. 
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3D modeling of genomic domains: other methods
Visualizing 3D Genomes

Diversity of representations!
NO LINK to 1D and 2D data blue; note that the blue line is less smooth since LCR-Gg

interactions only occur during a subset of all time steps
represented by the red and black curves). Extending this
analysis to Ag and b indicates that all globin genes, but
particularly g-globin genes, tend to be located more per-
ipherally to the globule regardless of LCR contact
(Figure 4C). In contrast, in 293T cells, where the globule
is less compact, no preferential location is observed for
any of the locus sites of interest (Figure 4D). These
findings suggest that, in addition to favoring contacts
with the LCR, the CTCF-driven globule in K562
cells tends to displace the genes to be activated, i.e. the
g-globin genes here, away from the surrounding
chromatin.

Dominant CTCF interactions and stiff chromatin prevent
contacts between the LCR and globin genes in 293T cells

The interaction potentials observed in 293T cells can be
divided into two categories based on strength (Sup-
plementary Table S1). The strongest potentials are
between C-08 and C-20 and between C-20 and C-21.

A polymer model where these interactions alone are
present leads to a reduction of the tendency for globin
genes to be spatially close to the LCR when the chromatin
fiber is stiff (Supplementary Figure S5). To investigate the
influence of these interactions, in particular whether the
strongest interactions found in 293T cells are sufficient to
decrease LCR–gene interactions compared to K562 cells,
we used two additional models: one where only the two
strongly interacting sites are present (ignoring all other
interactions measured by 3C in 293T cells) and another
using chromatin with no interacting sites. Since the inter-
action events we defined earlier (40 nm between chromatin
fiber centers) do not always occur in 293T cells as they do
in K562 cells, we used the minimal distance obtained in
100 simulations as an alternative metric to represent
LCR–target proximities.
The model with no interacting sites serves as a baseline

(red lines, Figure 5). One might hypothesize that
introducing any interacting sites in this locus would
bring the LCR closer to targets on average. However,
interestingly, the model with just two pairs of strongly

Figure 4. Chromatin conformations favoring contacts between the b-globin genes and LCR in K562 cells. (A) Typical conformation of the 1Mbp
regions around the b-globin locus during a contact between LCR (green+star) and Gg (green). Blue sites: CTCF sites that form a connected network
of interaction (Supplementary Figure S1). Darkest blue sites: CTCF sites that surround the b-globin locus. Red sites: the isolated interaction between
C-08 and C-10. The conformation can be divided into a loop (stabilized by the red sites) and a compact globule (dashed orange ellipse) encompassing
the region from C-03 to C-10. (B) Spatial location of the contact: using 1000 equilibrium simulations of the same best-fit polymer as in A, we report
(i) the radial mass distribution of the compact globule, i.e. the average probability density for the location of the C-03 to C-10 region with respect to
the globule center of mass; (ii) the radial distribution of Gg and LCR during contacts and (iii) the radial distribution of the LCR (no matter the
position of Gg). One can see that the Gg/LCR contacts tend to occur away from the globule center. (C) Spatial location of the globin genes in K562
(obtained from 100 simulations of the best-fit polymer). Genes tend to be located away from the center regardless of LCR contact. Large distances
are particularly enhanced in the case of the g genes. (D) Same as in C but for 293T cells. No particular location can be observed for any of the genes.
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Figure 3. Spatial organization of genomic and epigenetic features. We used the 3D chromosomal structure BACH predicted for chromosome
2 in the HindIII sample as an illustrative example. In Figure 3A,Figure 3L, each sphere represent a topological domain. The volume of each sphere is
proportional to the genomic size of the corresponding topological domain. In Figure 3A, the red, white and blue colors represent topological
domains belonging to compartment A, straddle region and compartment B, respectively. Topological domains with the same compartment label
tend to locate on the same side of the structure. In Figure 3B,Figure 3L, the red, white and blue colors represent topological domains with high
value of features, median value of features and low value of features, respectively. The color scheme is proportional to the magnitude of the
continuous measurement of genetic and epigenetic features. We also report the odds ratio (OR) of the two by two contingency table and the p-value
of Fisher’s exact test. (A) Spatial organization of compartment label. OR = 39.20, p-value = 4.4e-16. (B) Spatial organization of gene density. OR = 13.21,
p-value = 2.2e-8. (C) Spatial organization of gene expression. OR = 4.00, p-value = 0.0012. (D) Spatial organization of chromatin accessibility.
OR = 26.88, p-value = 5.9e-12. (E) Spatial organization of genome-nuclear lamina interaction. OR = 40.00, p-value = 4.9e-13. (F) Spatial organization of
DNA replication time. OR = 32.00, p-value = 1.1e-10. (G) Spatial organization of H3K36me3. OR = 10.91, p-value = 1.0e-7. (H) Spatial organization of
H3K27me3. OR = 2.17, p-value = 0.0706. (I) Spatial organization of H3K4me3. OR = 24.43, p-value = 2.1e-11. (J) Spatial organization of H3K9me3.
OR = 15.71, p-value = 6.7e-8. (K) Spatial organization of H4K20me3. OR = 45.10, p-value = 1.0e-13. (L) Spatial organization of RNA polymerase II.
OR = 5.47, p-value = 0.0001.
doi:10.1371/journal.pcbi.1002893.g003

Spatial Organizations of Chromosomes

PLOS Computational Biology | www.ploscompbiol.org 9 January 2013 | Volume 9 | Issue 1 | e1002893

Hu (2013) PLoS Computational Biology
Kalhor (2011) Nature Biotechnology!

Tjong (2012) Genome Research
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TCC frequency (Supplementary Methods). 
If a contact is not enforced, no assumptions 
are made about the relative positions of the corresponding spheres. 
Therefore, in contrast to other approaches12,30, our method does not 
correlate contact frequencies with average distances; it relies purely 
on the TCC data by incorporating only the presence or absence of 
chromatin contacts.

In a diploid cell, most loci are present in two copies. Because the 
TCC data do not distinguish between these copies, the optimal assign-
ment of each sphere to a specific contact is determined as a part of our 
optimization process31 using the integrative modeling platform28,29.

Finally, starting from random positions, we simultaneously opti-
mized the positions of all the spheres in a population of 10,000 genome 
structures to a score of zero, indicating that no restraint violations 
remained (Supplementary Methods).

To test how consistent this structure population is with the experi-
ment, we calculated the block contact frequency map from the popu-
lation of structures and compared it with the original data. The two 
were strongly correlated with an average Pearson’s correlation of 0.94, 
confirming the excellent agreement between contact frequencies in 
the structure population and experiment (Supplementary Fig. 7b–d). 
Furthermore, three independently calculated populations showed that 
our structure population was highly reproducible (Pearson’s r > 0.999), 
which also indicates that, at this resolution, the size of the model 
population was sufficiently large (Supplementary Methods).

Structural features of the genome population
Because chromatin contacts in the TCC data are observed over a 
wide range of frequencies, the resulting population shows a fairly 
large degree of structural variation (Supplementary Fig. 8a,b).  
For instance, on average only 21% of contacts are shared between 
any two structures in the population (Supplementary Fig. 8c). 

Despite this large heterogeneity, the structure population reveals 
a distinct and nonrandom chromosome organization. Specifically, 
the population clearly identifies the preferred radial positions of  
chromosomes (Fig. 6a,b and Supplementary Fig. 9b). These posi-
tions strongly agree with independent FISH studies in lymphoblasts4,5. 
The Pearson’s correlation between the FISH- and population-based 
average positions was 0.71 (P < 10−3) for the 22 chromosomes 
whose radial positions were previously determined4. Instead, radial 
positions in a control population generated without TCC data did 
not agree with the FISH data (Pearson’s r = –0.2, Supplementary  
Fig. 9a), indicating that TCC data are sufficient for generating the 
correct radial distributions seen in the imaging experiments4. In 
general, the radial chromosome positions tend to increase with their 
size, with some noticeable exceptions (Fig. 6b). One of these cases is 
the radial positions of chromosomes 18 and 19 which, despite their 
similar size, we observed at different positions5. Chromosome 19 
is located closer to the center of the nucleus, whereas chromosome 
18 is preferentially located closer to the nuclear envelope (Fig. 6a). 
Furthermore, the homologous copies of chromosome 18 are often 
distant from each other whereas those of chromosome 19 are often 
closely associated (Fig. 6a and Supplementary Fig. 9b), in agreement 
with independent experimental evidence5.

Structure-based analysis of territory colocalizations
When chromosome territories are clustered based on their average 
distances, two main groups can be identified (Fig. 6c). The first 
group (chromosomes 1, 11, 14–17 and 19–22) tends to occupy  
the central region of the nucleus as is evident from their population-
based joint localization probabilities (Fig. 6d). These chromosomes 
also tend to have relatively high gene densities32. The second group 
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Figure 6 Population-based analysis of 
chromosome territory localizations in the nucleus. 
(a) The distribution of the radial positions for 
chromosomes 18 (red dashed line) and 19 (blue 
solid line), calculated from the genome structure 
population. Radial positions are calculated for 
the center of mass of each chromosome and are 
given as a fraction of the nuclear radius. (b) The 
average radial position of all chromosomes plotted 
against their size. Error bars, s.d. (c) Clustering of 
chromosomes with respect to the average distance 
between the center of mass of each chromosome 
pair in the genome structure population. The 
clustering dendrogram, which identifies two 
dominant clusters is shown on top. The matrix of 
average distances between pairs of chromosomes 
is shown at the bottom. The intensity of blue 
color increases with decreasing distance. (d) (Left 
panels) The density contour plot of the combined 
localization probability for all the chromosomes in 
cluster 1 (top panel) and cluster 2 (bottom panel) 
calculated from all the structures in the genome 
structure population. The rainbow color-coding 
on the central nuclear plane ranges from blue 
(minimum value) to red (maximum value).  
(Right panels) A representative genome 
structure from the genome structure population. 
Chromosome territories are shown for all the 
chromosomes in cluster 1 (top) and all the 
chromosomes in clusters 2 (bottom). The 
localization probabilities are calculated following 
a previously described procedure28.

(e.g., chromosome 4, whose size is 1.5 Mb), the LPD is highest in the
central region of the nucleus again along the central axis.

We then ask what factors are responsible for the chromo-
somes’ preferred locations. For each chromosome, we calculate a new
structure population for a nucleus containing only a single chro-
mosome but otherwise constrained in a manner identical to the
full simulation (i.e., the single chromosome population) (Fig. 2C).
Comparing the two structure populations reveals great differences
for each chromosome location (Fig. 2D). For example, in the full
simulation, large chromosomes reside substantially farther from
the SPB region toward the nucleolus than would be expected based
on chromosome tethering alone. The differences are caused by a vol-
ume exclusion effect: Because of tethering, the chromosomes must
compete for the limited space around the SPB. Smaller chromosomes
are naturally more restricted to regions closer to the SPB, which in turn
tends to exclude parts of larger chromosomes from these regions. For
smaller chromosomes, the opposite effect is observed; in the full
simulation, they exhibit an increased probability density around the
SPB (Supplemental Fig. 1). Importantly, due to the volume exclusion
effect, the preferred location of a chromosome is not defined by
tethering alone but also depends on the total number and lengths of
all other chromosomes in the nucleus.

Genome-wide chromosome contact patterns

Next, we measure how often any two chromosome chains come
into contact with each other over the entire structure population.
Interestingly, most chromosomes show distinct preferences for

interacting with certain others. For instance, chromosome 1 has
a significantly higher chance of interacting with chromosomes 3
and 6 than with any other chromosome. Its interactions with the
large chromosomes 4, 7, and 12 are substantially depleted (Fig. 3A).
Strikingly, almost identical chromosome interaction preferences
are observed in an independent genome-wide chromosome con-
formation capture experiment (Fig. 3A; Supplemental Fig. 2A; Duan
et al. 2010). Pearson’s correlation between the chromosome-pair
contact frequencies in our structure population and those
detected in the experiment is 0.94 (P < 10!15). In the random control,
the contact frequencies do not display any significant chromosome-
pair contact preferences (Pearson’s correlation between experimen-
tal data and the random control is !0.57) (Supplemental Fig. 2B).

Next, we compare contact frequencies for all possible pairings
of the 32 chromosome arms (Fig. 3B,C). It is evident that some
pairs of chromosome arms have a greater propensity to interact
than others. In particular, chromosome arms with <500 kb (chro-
mosomes 1, 3, 5, 6, 8, and 9) are more likely to interact with each
other than longer arms. For instance, the short arm of chromo-
some 1R is almost eight times more likely to interact with the short
arm of chromosome 3L than with the long arm of 4R. Also these
observations are in almost complete agreement with the confor-
mation capture experiments (Pearson’s correlation coefficient of
0.93, P < 10!15) (Fig. 3C,D; Duan et al. 2010).

Finally, when chromatin contacts are analyzed at a resolution
of 32 kb, the contact frequency heat map of the structure pop-
ulation shows highly organized cross-shaped patterns (Fig. 3E).

Figure 1. Population-based analysis of the S. cerevisiae genome organization. To analyze structural features of the genome, we defined an optimization
problem with three main components. (Top panels) A structural representation of chromosomes as flexible chromatin fibers (center), a structural rep-
resentation of the nuclear architecture (left), and the scoring function quantifying the genome structure’s accordance with nuclear landmark constraints
(right). (Middle panels) An optimization and sampling method, which minimizes the scoring function to generate a population of genome structures that
entirely satisfies all landmark constraints. (Bottom panels) The statistical analysis and comparison of structural features from the population of 3D genome
structures with all the experimental data.

Principles of 3D genome organization in yeast

Genome Research 3
www.genome.org
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A prominent feature emerges from all four clusters: the arms
are wound sinusoidally through space with roughly 1.5 period
repeats per arm. The partial mirroring between clusters 1 and 2
and clusters 3 and 4 has the effect of causing the arms to be either
intertwined (clusters 3 and 4) or separated (clusters 1 and 2). We
favor the intertwined conformation, as the corresponding model
clusters have lower variability (Figure S2C) and lower IMP objec-
tive function scores (Table S2). However, it is possible that both
conformations exist within a population of swarmer cells.

The parS Region Dictates the Orientation of the Entire
Caulobacter Chromosome
Our models suggest that the parS sites play a direct role in orga-
nizing the swarmer cell chromosome. Such a finding is con-
sistent with recent analyses that have suggested that these
sequence elements are specifically anchored to the Caulobacter
old cell pole through interactions with the ParB and PopZ
proteins (Bowman et al., 2008; Ebersbach et al., 2008; Toro
et al., 2008). Thus, we hypothesized that the orientation of the
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Figure 2. Modeling Reveals the 3D Architecture of the Swarmer Genome
(A) Outline of our modeling methodology. Restriction fragments were modeled as points connected by springs. The distance derived from the contact frequency

between pairs of fragments was used (i) to define the equilibrium length of the spring (see Supplemental Experimental Procedures) that connected these

fragments (ii). The 3D coordinates of all points were randomly initialized (iii), and optimization was performed to derive a structure that minimally violates these

equilibrium lengths (iv, a). This initialization and optimization procedure was repeated thousands of times to generate an ensemble of structures. These structures

were superimposed and grouped based upon their coordinates, yielding clusters of models in which the 3D coordinates of restriction fragments are structurally

very similar (iv, b).

(B) 3D density map representations of the four clusters from a wild-type swarmer modeling run. Each queried fragment is represented by a 3D Gaussian that has

a correlation coefficient >0.8 with the space this fragment occupies across all models within the cluster. The positioning of the maximally polar fragment (located

!7 kb from the parS) elements is indicated in orange.

(C) The centroid model of swarmer clusters 1–4. For more information regarding these clusters, see Figure S2 and Table S2.

Molecular Cell

The 3D Architecture of a Bacterial Genome

256 Molecular Cell 44, 252–264, October 21, 2011 ª2011 Elsevier Inc.

©
20

10
 N

at
ur

e 
A

m
er

ic
a,

 In
c.

  A
ll 

ri
gh

ts
 r

es
er

ve
d.

NATURE STRUCTURAL & MOLECULAR BIOLOGY ADVANCE ONLINE PUBLICATION 5

T E C H N I C A L  R E P O R T S

cluster. GM12878 models were locally consistent; only one fragment  
(reverse 21) of these models did not have a consistent local conforma-
tion (that is, not superimposable within 150 nm for more than 75% 
of the models). In K562 cells, as many as 82% of the fragments were 
consistent across the models. This analysis shows that even in the 
more variable K562 models most of the region contains conserved 
local features, and that the diversity is the result of variable position-
ing of only a small minority of fragments (18%).

Models reproduce known long-range interactions
We determined whether the 3D models reflected the known long-
range interactions involving the A-globin genes (Fig. 4). We used the 
selected cluster of models to calculate the average distance between 
the restriction fragment containing the A-globin genes and other 
restriction fragments in ENm008 in both GM12878 and K562 cells. 
Restriction fragments containing the enhancer (HS40) and A-globin 
genes were closely juxtaposed in K562 cells (159.1 o 13.3 nm). In 
contrast, HS40 was the only fragment that was located farther from 
the A-globin genes in the inactive GM12878 cells (228.2 o 17.3 nm)  
than in K562 cells; all other fragments in GM12878 cells were 
located closer to the A-globin genes (Fig. 4c). These observations 
are consistent with previous 3C experiments showing that strong inter-
action between HS40 and the A-globin genes is evident only when 
the genes are expressed.

Validation by fluorescence in situ hybridization
We used an independent method, fluorescence in situ hybridization 
(FISH), to validate a particular aspect of our 3D models for the ENm008 
region. For small genomic domains such as the one studied here, deter-
mining the spatial positions of individual restriction fragments within 
the domain by FISH is not straightforward given the resolution of 
light microscopy, which is limited to ~200 nm. However, the models 
of the ENm008 domain predict that the locus is in a more extended 
conformation in K562 cells than in GM12878 cells, which would lead 
to a greater average 2D interphase distance between the ends of the 
500-kb locus. Prior work has demonstrated that this distance is large 
enough to be measured by interphase mapping with FISH41.

We found that in GM12878 these loci were on average 318.8 o 17.0 nm  
apart, whereas in K562 cells they were 391.9 o 23.4 nm apart.  
These differences, which are statistically significant (P < 0.011), 
show that in K562 cells the locus is in a more extended conforma-
tion, consistent with the models generated by IMP, in which the 2D 
distances (that is, without considering the orientation of the model) 
were 198.9 o 0.7 nm and 434.6 o 1.4 nm for GM12878 and K562 
models, respectively (Fig. 4d,e).

Formation of chromatin globules
A noteworthy feature observed in both cell lines was the formation 
of compact chromatin clusters, which we termed chromatin globules. 
In GM12878 cells, the ENm008 region forms a single chromatin 
 globule, whereas in K562 cells, the locus forms two chromatin globules 
(Fig. 4a,b and Supplementary Videos 1 and 2). This large-scale 
 difference in conformation between the two cell lines is also evidenced 
by the contact-map differences between GM12878 and K562 models 
(Fig. 5a). The heat map shows that most distances in GM12878 are 
smaller than in K562 cells, consistent with the formation of a single 
compact chromatin globule. However, also consistent with the 5C data, 
the A-globin genes and the distant regulatory elements are closer in 
space in K562 cells than in GM12878 cells (red areas in Fig. 5a).

To explore whether these globules have some degree of internal 
organization, we determined the locations of genes and putative regu-
latory elements within the chromatin globules. We measured the radial 
positions of active genes, gene promoters, HSs, sites bound by CTCF 
and sites marked with trimethylated histone H3 Lys4 (H3K4me3) by 
calculating the average distance between each corresponding restric-
tion fragment and the geometrical center of the globules. Notably, we 
found that in the IMP models from both cell types, active genes and 
gene promoters are enriched near the center of the globule, whereas 
inactive genes and restriction fragments that do not contain genes are 
more peripheral (Fig. 5b). In contrast, HSs, CTCF-bound sites and 
sites marked by H3K4me3 are not preferentially located in the center, 
but are found throughout the globules.

In GM12878 cells, we visually identified nine loops ranging from 
about 20 to 70 kb long, with an average length of ~50 kb, an average 
distance between anchors of 102.8 o 5.1 nm and an average path 
length of 547.9 o 96.9 nm (Fig. 5c). In K562 cells, the locus forms two 
chromatin globules (five loops and two loops, respectively) ranging 
from about 30 to 70 kb, with an average length of ~60 kb, an average 
distance between anchors of 231.2 o 129.2 nm (190.6 o 43.5 nm not 
considering loop 6 connecting the two globular domains) and an aver-
age path length of 600.1 o 90.2 nm. Because our experiments covered 
only the ENm008 region, we were not able to determine whether the 
second chromatin globule observed in K562 cells contained additional 
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Figure 4 3D models of the ENm008 ENCODE region containing the 
A-globin locus. (a) 3D structure of the GM12878 models represented 
by the centroid of cluster 1. The 3D model is colored as in its linear 
representation (Fig. 1a). Regulatory elements are represented as spheres 
colored red (HS40), orange (other HSs) and green (CTCF). (b) 3D 
structure of the K562 models represented by the centroid of cluster 2. 
Data are represented as in panel a. (c) Distances between the A-globin 
genes (restriction fragments 31 and 32) and other restriction fragments 
in ENm008. The plot shows the distribution and s.d. of the mean of 
distances for GM12878 models in cluster 1 (blue) and K562 models in 
cluster 2 (red). (d) Average distances (and their s.e.m.) between a pair 
of loci located on either end of the ENm008 domain, as determined 
by FISH with two fosmid probes (see Online Methods) and from a 2D 
representation of the IMP-generated models in both cell lines.  
(e) Example images obtained with FISH of GM12878 and K562 cell lines. 
The images show smaller distances between the probes in GM12878 than 
in K562 cell lines.

Baù (2011) Nature Structural & Molecular Biology!
Umbarger (2011) Molecular Cell

from the spatial distance measurements directly to the cumula-
tive frequency distributions as predicted by a 3D random walk
(see Experimental Procedures for details). Interestingly, the the-
oretical distance distribution for a 3D random walk approached
the distance distribution observed for the DH cluster (Figure 7;
h4-h5). These data indicate that the probabilities for DH elements
to be in close proximity to the JH elements approach those ob-
served for a random walk. In contrast, for larger genomic sepa-
rations, the theoretical distance distributions did not compare
well with the observed spatial distance distribution, consistent
with the presence of chromatin territories and spatial confine-
ment (Figure 7; h4-h7, h4-h10 and h4-h11). Consequently, we

conclude that it is the Igh topology that mechanistically permits
long-range genomic interactions to occur in pro-B cells with
relatively high frequency.

DISCUSSION

Immunoglobulin Heavy-Chain Locus Topology
How chromosomes are structured in 3D space is largely un-
known and only recently data have emerged that have provided
insight into the organization of the chromatin fiber in eukaryotic
nuclei. Such studies have described the yeast chromatin fiber,
in large part, as a worm-like chain (Bystricky et al., 2004). The

Figure 5. 3D Topology of the Immunoglobulin Heavy-Chain Locus
The 3D topology of the Igh locus in pre-pro-B and pro-B cells was resolved using trilateration. The relative positions of 12 genomic markers spanning the entire

immunoglobulin heavy-chain locus were computed. Two different views are shown for both cell types.

(A) 3D Topology of the Igh locus in pre-pro-B cells.

(B) 3D Topology of the Igh locus in pro-B cells. Grey objects indicate CH regions and the 30 flanking region of the Igh locus. Blue objects indicate proximal VH

regions. Green objects indicate distal VH regions. Red line indicates the linker connecting the proximal VH and JH regions. Linkers are indicated only to show

connectivity.
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are highlighted by yellow vertical lines. (D) Conserved CTCF binding sites are clustered three-dimensionally at the 50-end of the HoxA cluster. The
position CTCF binding sites numbered in (C) are illustrated in the example 5C3D output model presented in (A). CTCF binding sites are represented
by colored spheres as indicated in the legend below. (E) CTCF binding sites are significantly close to each other in three-dimensional models.
Distances between pairs of CTCF binding sites were measured with Microcosm 2.0. and expressed as P-values summarized in a heatmap. Numbers at
the top and on the left of heatmap identify CTCF binding sites. Intersecting column and row number identifies the CTCF pair. P-values are
color-coded based on the scale presented on the right. P-values were calculated as described in ‘Materials and Methods’ section.
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Three-dimensional models of the human HoxA cluster during cellular differentiationFigure 8
Three-dimensional models of the human HoxA cluster during cellular differentiation. 5C array datasets from (a) undifferentiated and (b) differentiated 
samples were used to predict models of the HoxA cluster with the 5C3D program. Green lines represent genomic DNA and vertices define boundaries 
between consecutive restriction fragments. Colored spheres represent transcription start sites of HoxA genes as described in the legend. (c) Increased 
local genomic density surrounding 5' HoxA transcription start sites accompanies cellular differentiation. The y-axis indicates local genomic density and HoxA 
paralogue groups are identified on the x-axis. A linear schematic representation of the HoxA cluster is shown at the top, and green shading highlights the 
region of greatest density change. Error bars represent standard deviations.
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chromosomal pairings, except for pairing between the two smallest
arms (1R and 9R) (Supplementary Fig. 16a). However, the preference
for intra-chromosomal arm pairing versus inter-chromosomal arm
pairing decreased with increasing distance from centromeres
(Supplementary Fig. 16 b–d). These observations indicate that yeast
chromosome arms are highly flexible.

Combining our set of 4,097,539 total and 306,312 distinct inter-
actions with known spatial distances that separate sub-nuclear land-
marks12, we derived a three-dimensionalmap of the yeast genome. To

depict intra-chromosomal folding, we incorporated a metric that
converts interaction probabilities into nuclear distances (assigning
130 bp of packed chromatin a length of 1 nm, ref. 30) (Supplemen-
tary Figs 17 and 18 and Supplementary Methods). Using this ruler,
we calculated the spatial distances between all possible pairings of the
16 centromeres (Supplementary Tables 14 and 15) The results are
consistent with previous observations12.

The resulting map resembles a water lily, with 32 chromosome
arms jutting out from a base of clustered centromeres (Fig. 5).
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Figure 4 | Inter-chromosomal interactions. a, Circos diagram showing
interactions between chromosome I and the remaining chromosomes. All 16
yeast chromosomes are aligned circumferentially, and arcs depict distinct
inter-chromosomal interactions. Bold red hatch marks correspond to
centromeres. To aid visualization of centromere clustering, these
representations were created using the overlap set of inter-chromosomal
interactions identified from both HindIII and EcoRI libraries at an FDR
threshold of 1%. Additional heat maps and Circos diagrams are provided in
Supplementary Fig. 9. b, Circos diagram, generated using the inter-
chromosomal interactions identified from the HindIII libraries at an FDR
threshold of 1%, depicting the distinct interactions between a small and a
large chromosome (I and XIV, respectively). Most of the interactions
between these two chromosomes primarily involve the entirety of

chromosome I, and a distinct region of corresponding size on chromosome
XIV. c, Inter-chromosomal interactions between all pairs of the 32 yeast
chromosomal arms (the 10 kb region starting from the midpoint of the
centromere in each arm is excluded). For each chromosome, the shorter arm
is always placed before the longer arm. Note that the arms of small
chromosomes tend to interact with one another. The colour scale
corresponds to the natural log of the ratio of the observed versus expected
number of interactions (see Supplementary Materials). d, Enrichment of
interactions between centromeres, telomeres, early origins of replication,
and chromosomal breakpoints. To measure enrichment of strong
interactions with respect to a given class of genomic loci, we use receiver
operating curve (ROC) analysis.
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Figure 5 | Three-dimensional model of the yeast
genome. Two views representing two different
angles are provided. Chromosomes are coloured
as in Fig. 4a (also indicated in the upper right). All
chromosomes cluster via centromeres at one pole
of the nucleus (the area within the dashed oval),
while chromosome XII extends outward towards
the nucleolus, which is occupied by rDNA repeats
(indicated by the white arrow). After exiting the
nucleolus, the remainder of chromosome XII
interacts with the long arm of chromosome IV.
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The 3D structure of the IgH-chain locus 
Jhunjhunwala et all, (2008) Cell

Genomic organization of the Igh locus
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from the spatial distance measurements directly to the cumula-
tive frequency distributions as predicted by a 3D random walk
(see Experimental Procedures for details). Interestingly, the the-
oretical distance distribution for a 3D random walk approached
the distance distribution observed for the DH cluster (Figure 7;
h4-h5). These data indicate that the probabilities for DH elements
to be in close proximity to the JH elements approach those ob-
served for a random walk. In contrast, for larger genomic sepa-
rations, the theoretical distance distributions did not compare
well with the observed spatial distance distribution, consistent
with the presence of chromatin territories and spatial confine-
ment (Figure 7; h4-h7, h4-h10 and h4-h11). Consequently, we

conclude that it is the Igh topology that mechanistically permits
long-range genomic interactions to occur in pro-B cells with
relatively high frequency.

DISCUSSION

Immunoglobulin Heavy-Chain Locus Topology
How chromosomes are structured in 3D space is largely un-
known and only recently data have emerged that have provided
insight into the organization of the chromatin fiber in eukaryotic
nuclei. Such studies have described the yeast chromatin fiber,
in large part, as a worm-like chain (Bystricky et al., 2004). The

Figure 5. 3D Topology of the Immunoglobulin Heavy-Chain Locus
The 3D topology of the Igh locus in pre-pro-B and pro-B cells was resolved using trilateration. The relative positions of 12 genomic markers spanning the entire

immunoglobulin heavy-chain locus were computed. Two different views are shown for both cell types.

(A) 3D Topology of the Igh locus in pre-pro-B cells.

(B) 3D Topology of the Igh locus in pro-B cells. Grey objects indicate CH regions and the 30 flanking region of the Igh locus. Blue objects indicate proximal VH

regions. Green objects indicate distal VH regions. Red line indicates the linker connecting the proximal VH and JH regions. Linkers are indicated only to show

connectivity.
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Chromatin conformation signatures of cellular differentiation 
Fraser et all, (2009) Genome biology
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Three-dimensional models of the human HoxA cluster during cellular differentiationFigure 8
Three-dimensional models of the human HoxA cluster during cellular differentiation. 5C array datasets from (a) undifferentiated and (b) differentiated 
samples were used to predict models of the HoxA cluster with the 5C3D program. Green lines represent genomic DNA and vertices define boundaries 
between consecutive restriction fragments. Colored spheres represent transcription start sites of HoxA genes as described in the legend. (c) Increased 
local genomic density surrounding 5' HoxA transcription start sites accompanies cellular differentiation. The y-axis indicates local genomic density and HoxA 
paralogue groups are identified on the x-axis. A linear schematic representation of the HoxA cluster is shown at the top, and green shading highlights the 
region of greatest density change. Error bars represent standard deviations.
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A 3D model of the yeast genome 
Duan et all, (2010) Nature

Adapted from Duan et all, (2010) Nature

chromosomal pairings, except for pairing between the two smallest
arms (1R and 9R) (Supplementary Fig. 16a). However, the preference
for intra-chromosomal arm pairing versus inter-chromosomal arm
pairing decreased with increasing distance from centromeres
(Supplementary Fig. 16 b–d). These observations indicate that yeast
chromosome arms are highly flexible.

Combining our set of 4,097,539 total and 306,312 distinct inter-
actions with known spatial distances that separate sub-nuclear land-
marks12, we derived a three-dimensional map of the yeast genome. To

depict intra-chromosomal folding, we incorporated a metric that
converts interaction probabilities into nuclear distances (assigning
130 bp of packed chromatin a length of 1 nm, ref. 30) (Supplemen-
tary Figs 17 and 18 and Supplementary Methods). Using this ruler,
we calculated the spatial distances between all possible pairings of the
16 centromeres (Supplementary Tables 14 and 15) The results are
consistent with previous observations12.

The resulting map resembles a water lily, with 32 chromosome
arms jutting out from a base of clustered centromeres (Fig. 5).

I0

II

0

III
0

IV

0

V

0

VI

0

VII

0

VIII
0

IX

0

X

0XI 0

XII
0

XIII

0

XIV

0

XV

0

XVI

0

     II I      III     IV     V    VI    VII   VIII     IX      X      XI     XII

   
 X

III

   
  X

IV

   
  X

V
   

 X
VI

I
II
III
IV
V
VI
VII
VIII

IX
X
XI
XII
XIII
XIV
XV
XVI

−2

–1.5

−1

–0.5

0

0.5

1

C
hr

om
os

om
e

Chromosome
a

b I

0 10 20 30 40 50 60 70 80 90 10
0

11
0

12
0

13
0

14
0

150

160
170
180
190
200
210
220
230

XI
V

0
10
20
30
40
50
60
708090100110120130140150160170180190200

210
220
230
240
250
260
270

28
0

29
0

30
0

31
0

32
0

33
0

34
0

35
036
037
038
039
040
041

0420430440450460470480490500
510
520
530
540
550
560
570
580
590
600
610
620
630
640
650

660
670

680
690

700
710

720
730

740
750

760
770
780

c

0
0 0.2 0.4 0.6 0.8 1

2

4

6

8

1

P
er

ce
nt

ag
e 

of
 p

os
iti

ve
 in

te
ra

ct
io

ns

Percentage of negative interactions

Centromeres
Telomeres

Early origins
Late origins

Breakpoints (Scer)
Breakpoints (Scer and Kwal)

d

Figure 4 | Inter-chromosomal interactions. a, Circos diagram showing
interactions between chromosome I and the remaining chromosomes. All 16
yeast chromosomes are aligned circumferentially, and arcs depict distinct
inter-chromosomal interactions. Bold red hatch marks correspond to
centromeres. To aid visualization of centromere clustering, these
representations were created using the overlap set of inter-chromosomal
interactions identified from both HindIII and EcoRI libraries at an FDR
threshold of 1%. Additional heat maps and Circos diagrams are provided in
Supplementary Fig. 9. b, Circos diagram, generated using the inter-
chromosomal interactions identified from the HindIII libraries at an FDR
threshold of 1%, depicting the distinct interactions between a small and a
large chromosome (I and XIV, respectively). Most of the interactions
between these two chromosomes primarily involve the entirety of

chromosome I, and a distinct region of corresponding size on chromosome
XIV. c, Inter-chromosomal interactions between all pairs of the 32 yeast
chromosomal arms (the 10 kb region starting from the midpoint of the
centromere in each arm is excluded). For each chromosome, the shorter arm
is always placed before the longer arm. Note that the arms of small
chromosomes tend to interact with one another. The colour scale
corresponds to the natural log of the ratio of the observed versus expected
number of interactions (see Supplementary Materials). d, Enrichment of
interactions between centromeres, telomeres, early origins of replication,
and chromosomal breakpoints. To measure enrichment of strong
interactions with respect to a given class of genomic loci, we use receiver
operating curve (ROC) analysis.
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Figure 5 | Three-dimensional model of the yeast
genome. Two views representing two different
angles are provided. Chromosomes are coloured
as in Fig. 4a (also indicated in the upper right). All
chromosomes cluster via centromeres at one pole
of the nucleus (the area within the dashed oval),
while chromosome XII extends outward towards
the nucleolus, which is occupied by rDNA repeats
(indicated by the white arrow). After exiting the
nucleolus, the remainder of chromosome XII
interacts with the long arm of chromosome IV.
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chromosomal pairings, except for pairing between the two smallest
arms (1R and 9R) (Supplementary Fig. 16a). However, the preference
for intra-chromosomal arm pairing versus inter-chromosomal arm
pairing decreased with increasing distance from centromeres
(Supplementary Fig. 16 b–d). These observations indicate that yeast
chromosome arms are highly flexible.

Combining our set of 4,097,539 total and 306,312 distinct inter-
actions with known spatial distances that separate sub-nuclear land-
marks12, we derived a three-dimensional map of the yeast genome. To

depict intra-chromosomal folding, we incorporated a metric that
converts interaction probabilities into nuclear distances (assigning
130 bp of packed chromatin a length of 1 nm, ref. 30) (Supplemen-
tary Figs 17 and 18 and Supplementary Methods). Using this ruler,
we calculated the spatial distances between all possible pairings of the
16 centromeres (Supplementary Tables 14 and 15) The results are
consistent with previous observations12.

The resulting map resembles a water lily, with 32 chromosome
arms jutting out from a base of clustered centromeres (Fig. 5).

I0

II

0

III
0

IV

0

V

0

VI

0

VII

0

VIII
0

IX

0

X

0XI 0

XII
0

XIII

0

XIV

0

XV

0

XVI

0

     II I      III     IV     V    VI    VII   VIII     IX      X      XI     XII

   
 X

III

   
  X

IV

   
  X

V
   

 X
VI

I
II
III
IV
V
VI
VII
VIII

IX
X
XI
XII
XIII
XIV
XV
XVI

−2

–1.5

−1

–0.5

0

0.5

1

C
hr

om
os

om
e

Chromosome
a

b I

0 10 20 30 40 50 60 70 80 90 10
0

11
0

12
0

13
0

14
0

150

160
170
180
190
200
210
220
230

XI
V

0
10
20
30
40
50
60
708090100110120130140150160170180190200

210
220
230
240
250
260
270

28
0

29
0

30
0

31
0

32
0

33
0

34
0

35
036
037
038
039
040
041

0420430440450460470480490500
510
520
530
540
550
560
570
580
590
600
610
620
630
640
650

660
670

680
690

700
710

720
730

740
750

760
770
780

c

0
0 0.2 0.4 0.6 0.8 1

2

4

6

8

1

P
er

ce
nt

ag
e 

of
 p

os
iti

ve
 in

te
ra

ct
io

ns

Percentage of negative interactions

Centromeres
Telomeres

Early origins
Late origins

Breakpoints (Scer)
Breakpoints (Scer and Kwal)

d

Figure 4 | Inter-chromosomal interactions. a, Circos diagram showing
interactions between chromosome I and the remaining chromosomes. All 16
yeast chromosomes are aligned circumferentially, and arcs depict distinct
inter-chromosomal interactions. Bold red hatch marks correspond to
centromeres. To aid visualization of centromere clustering, these
representations were created using the overlap set of inter-chromosomal
interactions identified from both HindIII and EcoRI libraries at an FDR
threshold of 1%. Additional heat maps and Circos diagrams are provided in
Supplementary Fig. 9. b, Circos diagram, generated using the inter-
chromosomal interactions identified from the HindIII libraries at an FDR
threshold of 1%, depicting the distinct interactions between a small and a
large chromosome (I and XIV, respectively). Most of the interactions
between these two chromosomes primarily involve the entirety of

chromosome I, and a distinct region of corresponding size on chromosome
XIV. c, Inter-chromosomal interactions between all pairs of the 32 yeast
chromosomal arms (the 10 kb region starting from the midpoint of the
centromere in each arm is excluded). For each chromosome, the shorter arm
is always placed before the longer arm. Note that the arms of small
chromosomes tend to interact with one another. The colour scale
corresponds to the natural log of the ratio of the observed versus expected
number of interactions (see Supplementary Materials). d, Enrichment of
interactions between centromeres, telomeres, early origins of replication,
and chromosomal breakpoints. To measure enrichment of strong
interactions with respect to a given class of genomic loci, we use receiver
operating curve (ROC) analysis.
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Figure 5 | Three-dimensional model of the yeast
genome. Two views representing two different
angles are provided. Chromosomes are coloured
as in Fig. 4a (also indicated in the upper right). All
chromosomes cluster via centromeres at one pole
of the nucleus (the area within the dashed oval),
while chromosome XII extends outward towards
the nucleolus, which is occupied by rDNA repeats
(indicated by the white arrow). After exiting the
nucleolus, the remainder of chromosome XII
interacts with the long arm of chromosome IV.

LETTERS NATURE

4
Macmillan Publishers Limited. All rights reserved©2010
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chromosomal pairings, except for pairing between the two smallest
arms (1R and 9R) (Supplementary Fig. 16a). However, the preference
for intra-chromosomal arm pairing versus inter-chromosomal arm
pairing decreased with increasing distance from centromeres
(Supplementary Fig. 16 b–d). These observations indicate that yeast
chromosome arms are highly flexible.

Combining our set of 4,097,539 total and 306,312 distinct inter-
actions with known spatial distances that separate sub-nuclear land-
marks12, we derived a three-dimensional map of the yeast genome. To

depict intra-chromosomal folding, we incorporated a metric that
converts interaction probabilities into nuclear distances (assigning
130 bp of packed chromatin a length of 1 nm, ref. 30) (Supplemen-
tary Figs 17 and 18 and Supplementary Methods). Using this ruler,
we calculated the spatial distances between all possible pairings of the
16 centromeres (Supplementary Tables 14 and 15) The results are
consistent with previous observations12.

The resulting map resembles a water lily, with 32 chromosome
arms jutting out from a base of clustered centromeres (Fig. 5).
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Figure 4 | Inter-chromosomal interactions. a, Circos diagram showing
interactions between chromosome I and the remaining chromosomes. All 16
yeast chromosomes are aligned circumferentially, and arcs depict distinct
inter-chromosomal interactions. Bold red hatch marks correspond to
centromeres. To aid visualization of centromere clustering, these
representations were created using the overlap set of inter-chromosomal
interactions identified from both HindIII and EcoRI libraries at an FDR
threshold of 1%. Additional heat maps and Circos diagrams are provided in
Supplementary Fig. 9. b, Circos diagram, generated using the inter-
chromosomal interactions identified from the HindIII libraries at an FDR
threshold of 1%, depicting the distinct interactions between a small and a
large chromosome (I and XIV, respectively). Most of the interactions
between these two chromosomes primarily involve the entirety of

chromosome I, and a distinct region of corresponding size on chromosome
XIV. c, Inter-chromosomal interactions between all pairs of the 32 yeast
chromosomal arms (the 10 kb region starting from the midpoint of the
centromere in each arm is excluded). For each chromosome, the shorter arm
is always placed before the longer arm. Note that the arms of small
chromosomes tend to interact with one another. The colour scale
corresponds to the natural log of the ratio of the observed versus expected
number of interactions (see Supplementary Materials). d, Enrichment of
interactions between centromeres, telomeres, early origins of replication,
and chromosomal breakpoints. To measure enrichment of strong
interactions with respect to a given class of genomic loci, we use receiver
operating curve (ROC) analysis.
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Restraint based models

Adapted from Dekker et all, (2013) Nat Rev Genetics

Another study used a conceptually similar approach, but 
with 5C data, for analysis of the 3D organization of the 
human homeobox A (HOXA) gene cluster68. The models 
indicated that the chromatin conformation of the HOXA 
cluster changes during cell differentiation68. Also, 5C 
interaction maps for the human α-globin region were 
used to build 3D models with the Integrative Modeling 
Platform69. The models demonstrated that long-range 
interactions among sets of widely spaced active functional 

elements are sufficient to drive folding of local chromatin 
domains into compact globular states70,71. It is tempting to  
suggest that these globular conformations are related 
to TADs. The models also confirmed that the α-globin 
genes were in close spatial proximity to their cognate 
long-range acting enhancers, as has been discovered from 
analysis of pairs of loci that interact more frequently than 
expected (as described above46). Importantly, the forma-
tion of globular domains could not readily be inferred 

Figure 4 | Three-dimensional modelling of genomes and genomic domains. A | Iterative and integrative process  
for model building. The iterative process consists of data acquisition, model representation and scoring, model 
optimization and model analysis. Ba | A three-dimensional (3D) model of the wild-type Caulobacter crescentus genome, 
highlighting the position of the parS site located at the tip of the elliptical 3D structure of the genome. Bb | A 3D model 
of the ET166 strain of %�|ETGUEGPVWU in which the parS site has been moved ~400 kb of its original locus (indicated in the 
schematic diagram of the genome). In the 3D structure of genome of the ET166 strain, the parS site is found at the tip  
of the structure again, which required a genome-wide rotation. The 3D models of %�|ETGUEGPVWU are described in REF. 72. 
The models in this figure are reproduced, with permission, from REF. 72 © (2011) Elsevier.

Nature Reviews | Genetics

Iteration

Sc
or

in
g 

fu
nc

ti
on

R

f(·)

parS site

parS site

parS site

Starting structure

500 nm 500 nm

Three-dimensional structure of wild-type strain: 
parS located at tip

Three-dimensional structure of ET166 strain: 
parS located at tip

Genomic position
of parS in wild-type
strain

Genomic position
of parS moved ~400 kb

parS site Bb  ET166 strainBa  Wild-type strain

A

Final structure

Analysis Optimization

Data acquisition Representation and scoring

Contact density map Genomic distance (s)

Experiments Computation Physics Evolution

REVIEWS

10 | ADVANCE ONLINE PUBLICATION  www.nature.com/reviews/genetics

Another study used a conceptually similar approach, but 
with 5C data, for analysis of the 3D organization of the 
human homeobox A (HOXA) gene cluster68. The models 
indicated that the chromatin conformation of the HOXA 
cluster changes during cell differentiation68. Also, 5C 
interaction maps for the human α-globin region were 
used to build 3D models with the Integrative Modeling 
Platform69. The models demonstrated that long-range 
interactions among sets of widely spaced active functional 

elements are sufficient to drive folding of local chromatin 
domains into compact globular states70,71. It is tempting to  
suggest that these globular conformations are related 
to TADs. The models also confirmed that the α-globin 
genes were in close spatial proximity to their cognate 
long-range acting enhancers, as has been discovered from 
analysis of pairs of loci that interact more frequently than 
expected (as described above46). Importantly, the forma-
tion of globular domains could not readily be inferred 

Figure 4 | Three-dimensional modelling of genomes and genomic domains. A | Iterative and integrative process  
for model building. The iterative process consists of data acquisition, model representation and scoring, model 
optimization and model analysis. Ba | A three-dimensional (3D) model of the wild-type Caulobacter crescentus genome, 
highlighting the position of the parS site located at the tip of the elliptical 3D structure of the genome. Bb | A 3D model 
of the ET166 strain of %�|ETGUEGPVWU in which the parS site has been moved ~400 kb of its original locus (indicated in the 
schematic diagram of the genome). In the 3D structure of genome of the ET166 strain, the parS site is found at the tip  
of the structure again, which required a genome-wide rotation. The 3D models of %�|ETGUEGPVWU are described in REF. 72. 
The models in this figure are reproduced, with permission, from REF. 72 © (2011) Elsevier.

Nature Reviews | Genetics

Iteration

Sc
or

in
g 

fu
nc

ti
on

R

f(·)

parS site

parS site

parS site

Starting structure

500 nm 500 nm

Three-dimensional structure of wild-type strain: 
parS located at tip

Three-dimensional structure of ET166 strain: 
parS located at tip

Genomic position
of parS in wild-type
strain

Genomic position
of parS moved ~400 kb

parS site Bb  ET166 strainBa  Wild-type strain

A

Final structure

Analysis Optimization

Data acquisition Representation and scoring

Contact density map Genomic distance (s)

Experiments Computation Physics Evolution

REVIEWS

10 | ADVANCE ONLINE PUBLICATION  www.nature.com/reviews/genetics

ET166 strainWT



Physical tethering and volume exclusion determine higher-order 
genome organization in budding yeast 

Tjong et all, (2012) Genome research

length, the subtelomere is able to reach all points on the NE. Further
increases in arm length do not dramatically increase the median
subtelomere distance.

Interestingly, the change in slope occurs at a slightly differ-
ent arm length in experiments (;310 kb) (Therizols et al. 2010)
compared to our structure population (356–440 kb) (Supplemental
Fig. 5a). However, the incompleteness of the experimental data can
explain some of this difference. If we only include those chro-
mosomes that are also analyzed in the experiment (Supplemental
Fig. 5b), the change in slope in our simulation shifts to 309–327 kb
in remarkably good agreement with the experiment.

Telomere clusters

To identify subtelomere clusters in the structure population, for
each subtelomere we calculated the fraction of structures with at
least one other subtelomere within 250 nm. In agreement with
another experiment (Therizols et al. 2010), such small subtelomere
distances are infrequent (1%–3%) for most chromosomes (Sup-
plemental Fig. 6A). However, a few co-locations are observed more
frequently between relatively short chromosome arms, namely,
1R:1L, 6R:6L, 1R:9R, and 3L:3R. These pairings occur in 12%-20%
of the population, also in agreement with experiments (Bystricky
et al. 2005; Schober et al. 2008; Therizols et al. 2010). For example,
the pairs 3R:3L and 6R:6L were recently reported to form signifi-
cant but transient interactions, leading to the formation of chro-
mosome loops (Bystricky et al. 2005; Schober et al. 2008; Therizols
et al. 2010). In general, we find that as the length difference be-
tween chromosome arms grows more pronounced, the probability
of their telomeres being co-localized decreases. Interestingly, the
volume exclusion effect has a pronounced effect on the co-location
frequency of telomeres. For small and also large chromosomes, the
volume exclusion effect increases significantly the co-location

frequency, while for medium-sized chro-
mosomes the opposite is observed by
decreasing the co-location frequency
(Supplemental Fig. 6B). For instance, the
fraction of co-located telomeres increases
by almost 20% for the small chromosome 6
upon the presence of all other chromo-
somes in the nucleus, while it decreases by
60% for the medium-sized chromosome 8.

Co-localization of functionally related loci

Next, we investigate whether function-
ally related gene loci are co-localized in
the structure population. First, we com-
pare the 3D spatial distributions of early
and late replication start sites in the
structure population. These sites are dis-
tributed across all chromosomes (Fig. 7,
right panels). Experimental evidence ex-
ists that early replication sites are spatially
clustered during interphase (Di Rienzi
et al. 2009; Duan et al. 2010).

In each structure of the population,
we calculate the mean pairwise distance
between all early replication sites. The
frequency distribution derived from these
mean pairwise distances is compared to
a distribution chosen from randomly se-
lected sites in the genome. We observe

significant spatial clustering of the early replication sites (Fig. 7A),
in the sense that their mean pairwise distances are significantly
less than would be expected from randomly selected sites (Stouff-
er’s Z-transform [Stouffer et al. 1949] tests z-scores < !160; Sup-
plemental Material). This observation holds for all three sets of
early replication origins identified in the literature (Feng et al.
2006; McCune et al. 2008; Sekedat et al. 2010). Remarkably, for late
replication sites we see the opposite effect: a statistically signif-
icant increase in the mean pairwise distances between late repli-
cation sites compared with the background. It appears that, on
average, early replication start sites are closer to the centromere on
the chromosome sequence compared with the late start sites (all
P-values <10!5 for the three data sets) (Supplemental Material).

We also analyzed the spatial positions of all tRNA gene loci in
the genome, which have been observed to cluster in experiments
(Thompson et al. 2003; Duan et al. 2010). Again, we observe a sta-
tistically significant decrease in the pairwise distances between tRNA
loci (Fig. 7B) compared with randomly picked loci.

Our observations clearly indicate that the chromosomal lo-
cations of these specific sites are not randomly distributed over the
genome; they are positioned in such a way that early replication
sites have a higher probability of being co-localized when the chro-
mosome chains behave as random polymer chains that are subject to
nuclear landmark constraints.

Discussion
In this paper, we demonstrate that purely random configurations
of tethered chromosomes reproduce in a statistical manner all the
experimental hallmarks of genome organization in Saccharomyces
cerevisiae. Specifically, random configurations generate structural
features that agree remarkably well with (1) the highly specific

Figure 4. Chromosome folding. (A) Heat maps showing intrachromosomal contact frequencies for
chromosome 4 obtained from conformation capture experiments (top left) (Duan et al. 2010), structure
population (top right), random control (bottom left), and single chromosome population (bottom right).
The latter is derived from a structure population for a nucleus containing only chromosome 4, con-
strained in a manner identical to the full simulation. Heat maps of the experiment and the structure
population show characteristic folding patterns reminiscent of the back-folding of subcentromeric re-
gions onto themselves. The heat maps of the random control and the single chromosome population
lack the characteristic pattern. (B) Scheme showing the particular back-folding of the regions adjacent to
both sides of the centromere for several chromosome configurations.
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er’s Z-transform [Stouffer et al. 1949] tests z-scores < !160; Sup-
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cation sites compared with the background. It appears that, on
average, early replication start sites are closer to the centromere on
the chromosome sequence compared with the late start sites (all
P-values <10!5 for the three data sets) (Supplemental Material).
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the genome, which have been observed to cluster in experiments
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cations of these specific sites are not randomly distributed over the
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Chromosome 4

Also these patterns are in excellent agreement with those observed
in the conformation capture experiment (Fig. 3F; Duan et al. 2010).
The two contact frequency maps are again strongly correlated, with
an average row-based Pearson’s coefficient of 0.94 (all P-values
<10!6; Supplemental Material). In contrast, the contact frequency
map generated from the random control lacks the cross-shaped
patterns (Supplemental Fig. 2C). We now analyze the intra- and
interchromosomal locus-pair interaction patterns in more detail.

Intrachromosomal locus–locus interactions

Intrachromosomal contact patterns in the structure population
and experiments can be divided into three regions (Fig. 4A). Contact
frequencies are enriched between regions in the same chromosome
arm, as expected for a constrained random polymer chain (blocks c
in Fig. 4A). In general, contact frequencies between regions within
the same chromosome arm increase with decreasing sequence sepa-
ration, which is shown by the strong diagonal in the contact fre-
quency maps (Fig. 4A). However, regions located close to the cen-
tromere behave very differently. Contacts between subcentromeric
regions on opposite sides of the centromere are clearly enriched in
frequency, even with increasing chain distance, as can be seen along

the line perpendicular to the main diagonal of the contact frequency
map (block b in Fig. 4A). Moreover, contact frequencies between
subcentromeric regions and regions from the bulk of both chro-
mosome arms are very low (blocks a in Fig. 4A).

Similar contact patterns have been reported in 3C confor-
mation capture experiments and have been explained by a partic-
ular Rabl-like style of chromosome folding (Dekker et al. 2002).
The hypothesis is that regions on opposite sides of the centromere
are folded toward each other, possibly indicating the existence of
a biochemical attraction between loci (Fig. 4B). However, the strong
agreement between the experimental contact frequency maps and
our structure population demonstrates that such contact patterns
are not necessarily caused by specific biochemically mediated in-
teractions between subcentromeric regions. An equally possible
explanation is that they represent purely random encounters of
constrained chromosome chains.

It remains to be determined which factors are most responsible
for the folding. In the ‘‘single chromosome population,’’ the cross-
shaped intrachromosomal contact pattern is lost; the contact fre-
quency map is similar to the random control (Fig. 4A, bottom
panels). Therefore the particular folding pattern illustrated in Figure
4B is caused by a volume exclusion effect as a result of the presence
of all 16 chromosomes. The competition among all centromere-
tethered strands for the limited space around the SPB naturally leads
to the style of folding described by experiments, and this folding is
the proximate cause of the enriched contact frequencies between
centromeric regions and the observed shielding of these regions
from chromosome arm interactions.

Interchromosomal locus-locus contacts

The interchromosomal contact frequencies in the structure pop-
ulation are correlated with those observed in experiments, with
an average Pearson’s correlation of 0.54, which is highly signifi-
cant (P < 10!15) (Fig. 3E,F; Supplemental Fig. 2D). In contrast, the
Pearson’s correlation between the random control and experiments
is close to nil, and the distinctive contact patterns in the experi-
mental data are completely absent in the random control (Supple-
mental Fig. 2C).

To examine the effect of limited sampling on the accuracy of
chromosomal contact patterns, we compared our initial contact
frequency map to maps generated from randomly sampling differ-
ent proportions of these contacts (Supplementary Material; Sup-
plemental Fig. 3D). In contrast, to intrachromosomal contacts, the
correlations between interchromosomal contact patterns are greatly
affected by limited sampling. At a sampling rate of 0.1%, we find
that the Pearson’s correlation between the two interchromosomal
contact maps (even when assuming an ideal model) cannot exceed
0.5. Similar correlation values are observed in the Hi-C experiment
when two interchromosomal contact maps are compared that are
generated by using two different restriction enzymes (Yaffe and
Tanay 2011). In our analysis, the observed correlation value of 0.54
corresponds to a sampling rate of ;0.2%, which is also the order of
magnitude that is expected for the experiment (Duan et al. 2010).
Thus, the observed correlation coefficient of 0.54 represents a re-
markably good agreement between the interchromosomal contact
patterns, given that the experimental and computational samplings
are finite and cannot be exhaustive.

Gene localizations

We now focus on the nuclear locations of individual gene loci. The
locations of eight genes have been determined by large-scale fluo-
rescence imaging experiments (Berger et al. 2008). These locations

Figure 2. Chromosome locations. (A) A sample of 40 chromosome
configurations randomly selected from the structure population for the
small chromosome 1 (left panel, blue chains), the large chromosome 4
(middle panel, green chains), and the medium-sized chromosome 8 (right
panel, gray chains). The chain thickness is reduced to enhance visibility.
The chromosomes are depicted in the nucleus with the SPB in pink, the
nucleolus in dark blue, and the NE in light blue. (B, top) Chromosome
localization probability densities (LPDs) of chromosomes 1 (left), 4 (mid-
dle), and 8 (right panel) plotted along the two principal axes r and z
(Supplemental Material). (Lower left) Reference frame for projecting the
positions of chromosome points onto the two principal axes, namely, the
projection along the central axis z (connecting SPB, nuclear center, and
nucleolus), and the radial distance r-axis indicating the absolute distance
of a point from the central axis. (C ) The LPD of chromosome 4 resulting from
the ‘‘single chromosome population.’’ The chromosome is subject to all
landmark constraints, but structures are generated without the presence of
other chromosomes in the nucleus. The density distribution is significantly
different from the situation when all chromosomes are present (see B). (D)
Excluded volume effect. The difference map between the LPDs of chro-
mosome 4 from the structure population when all chromosomes are present
(B, middle) and the single chromosome population as defined in C.
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ration, which is shown by the strong diagonal in the contact fre-
quency maps (Fig. 4A). However, regions located close to the cen-
tromere behave very differently. Contacts between subcentromeric
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frequency, even with increasing chain distance, as can be seen along
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map (block b in Fig. 4A). Moreover, contact frequencies between
subcentromeric regions and regions from the bulk of both chro-
mosome arms are very low (blocks a in Fig. 4A).

Similar contact patterns have been reported in 3C confor-
mation capture experiments and have been explained by a partic-
ular Rabl-like style of chromosome folding (Dekker et al. 2002).
The hypothesis is that regions on opposite sides of the centromere
are folded toward each other, possibly indicating the existence of
a biochemical attraction between loci (Fig. 4B). However, the strong
agreement between the experimental contact frequency maps and
our structure population demonstrates that such contact patterns
are not necessarily caused by specific biochemically mediated in-
teractions between subcentromeric regions. An equally possible
explanation is that they represent purely random encounters of
constrained chromosome chains.

It remains to be determined which factors are most responsible
for the folding. In the ‘‘single chromosome population,’’ the cross-
shaped intrachromosomal contact pattern is lost; the contact fre-
quency map is similar to the random control (Fig. 4A, bottom
panels). Therefore the particular folding pattern illustrated in Figure
4B is caused by a volume exclusion effect as a result of the presence
of all 16 chromosomes. The competition among all centromere-
tethered strands for the limited space around the SPB naturally leads
to the style of folding described by experiments, and this folding is
the proximate cause of the enriched contact frequencies between
centromeric regions and the observed shielding of these regions
from chromosome arm interactions.

Interchromosomal locus-locus contacts

The interchromosomal contact frequencies in the structure pop-
ulation are correlated with those observed in experiments, with
an average Pearson’s correlation of 0.54, which is highly signifi-
cant (P < 10!15) (Fig. 3E,F; Supplemental Fig. 2D). In contrast, the
Pearson’s correlation between the random control and experiments
is close to nil, and the distinctive contact patterns in the experi-
mental data are completely absent in the random control (Supple-
mental Fig. 2C).

To examine the effect of limited sampling on the accuracy of
chromosomal contact patterns, we compared our initial contact
frequency map to maps generated from randomly sampling differ-
ent proportions of these contacts (Supplementary Material; Sup-
plemental Fig. 3D). In contrast, to intrachromosomal contacts, the
correlations between interchromosomal contact patterns are greatly
affected by limited sampling. At a sampling rate of 0.1%, we find
that the Pearson’s correlation between the two interchromosomal
contact maps (even when assuming an ideal model) cannot exceed
0.5. Similar correlation values are observed in the Hi-C experiment
when two interchromosomal contact maps are compared that are
generated by using two different restriction enzymes (Yaffe and
Tanay 2011). In our analysis, the observed correlation value of 0.54
corresponds to a sampling rate of ;0.2%, which is also the order of
magnitude that is expected for the experiment (Duan et al. 2010).
Thus, the observed correlation coefficient of 0.54 represents a re-
markably good agreement between the interchromosomal contact
patterns, given that the experimental and computational samplings
are finite and cannot be exhaustive.

Gene localizations

We now focus on the nuclear locations of individual gene loci. The
locations of eight genes have been determined by large-scale fluo-
rescence imaging experiments (Berger et al. 2008). These locations

Figure 2. Chromosome locations. (A) A sample of 40 chromosome
configurations randomly selected from the structure population for the
small chromosome 1 (left panel, blue chains), the large chromosome 4
(middle panel, green chains), and the medium-sized chromosome 8 (right
panel, gray chains). The chain thickness is reduced to enhance visibility.
The chromosomes are depicted in the nucleus with the SPB in pink, the
nucleolus in dark blue, and the NE in light blue. (B, top) Chromosome
localization probability densities (LPDs) of chromosomes 1 (left), 4 (mid-
dle), and 8 (right panel) plotted along the two principal axes r and z
(Supplemental Material). (Lower left) Reference frame for projecting the
positions of chromosome points onto the two principal axes, namely, the
projection along the central axis z (connecting SPB, nuclear center, and
nucleolus), and the radial distance r-axis indicating the absolute distance
of a point from the central axis. (C ) The LPD of chromosome 4 resulting from
the ‘‘single chromosome population.’’ The chromosome is subject to all
landmark constraints, but structures are generated without the presence of
other chromosomes in the nucleus. The density distribution is significantly
different from the situation when all chromosomes are present (see B). (D)
Excluded volume effect. The difference map between the LPDs of chro-
mosome 4 from the structure population when all chromosomes are present
(B, middle) and the single chromosome population as defined in C.
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Spatial organization of genomic and epigenetic features

Figure 3. Spatial organization of genomic and epigenetic features. We used the 3D chromosomal structure BACH predicted for chromosome
2 in the HindIII sample as an illustrative example. In Figure 3A,Figure 3L, each sphere represent a topological domain. The volume of each sphere is
proportional to the genomic size of the corresponding topological domain. In Figure 3A, the red, white and blue colors represent topological
domains belonging to compartment A, straddle region and compartment B, respectively. Topological domains with the same compartment label
tend to locate on the same side of the structure. In Figure 3B,Figure 3L, the red, white and blue colors represent topological domains with high
value of features, median value of features and low value of features, respectively. The color scheme is proportional to the magnitude of the
continuous measurement of genetic and epigenetic features. We also report the odds ratio (OR) of the two by two contingency table and the p-value
of Fisher’s exact test. (A) Spatial organization of compartment label. OR = 39.20, p-value = 4.4e-16. (B) Spatial organization of gene density. OR = 13.21,
p-value = 2.2e-8. (C) Spatial organization of gene expression. OR = 4.00, p-value = 0.0012. (D) Spatial organization of chromatin accessibility.
OR = 26.88, p-value = 5.9e-12. (E) Spatial organization of genome-nuclear lamina interaction. OR = 40.00, p-value = 4.9e-13. (F) Spatial organization of
DNA replication time. OR = 32.00, p-value = 1.1e-10. (G) Spatial organization of H3K36me3. OR = 10.91, p-value = 1.0e-7. (H) Spatial organization of
H3K27me3. OR = 2.17, p-value = 0.0706. (I) Spatial organization of H3K4me3. OR = 24.43, p-value = 2.1e-11. (J) Spatial organization of H3K9me3.
OR = 15.71, p-value = 6.7e-8. (K) Spatial organization of H4K20me3. OR = 45.10, p-value = 1.0e-13. (L) Spatial organization of RNA polymerase II.
OR = 5.47, p-value = 0.0001.
doi:10.1371/journal.pcbi.1002893.g003
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