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a b s t r a c t

Chromosomes are large polymer molecules composed of nucleotides. In some species, such as
humans, this polymer can sum up to meters long and still be properly folded within the nuclear
space of few microns in size. The exact mechanisms of how the meters long DNA is folded into
the nucleus, as well as how the regulatory machinery can access it, is to a large extend still a mys-
tery. However, and thanks to newly developed molecular, genomic and computational approaches
based on the Chromosome Conformation Capture (3C) technology, we are now obtaining insight
on how genomes are spatially organized. Here we review a new family of computational approaches
that aim at using 3C-based data to obtain spatial restraints for modeling genomes and genomic
domains.
! 2015 Federation of European Biochemical Societies. Published by Elsevier B.V. All rights reserved.

1. Introduction

Genomes are often compared to libraries where the genetic
information is stored in the form of books and text represents
the linear sequence of the genome. Unfortunately, that linear
(1D) representation omits the utterly complex three-dimensional
(3D) organization of the genome. Indeed, the physical support of
the genome (i.e., the books, the shelves, the corridors and the
library building in our metaphor) may be as important as the func-
tional elements it encodes [1]. It is now known that the dynamic
structure of the complex gene networks in a genome regulates
the orchestration of fundamental biological processes such as
development [2], cell differentiation [3,4] or response to stimuli
[5], among others. Moreover, most of such complex mechanisms
are also among the most conserved features of our genomes
[6,7]. Therefore, addressing the 3D structure of a genome may pro-
vide insights into fundamental questions like the C-value paradox
[8] or the regulatory divergence between closely related species
[9].

In the past decade, with the introduction and development of
Chromosome Conformation Capture (3C) technologies (e.g., 3C
[10], 4C [11], 5C [12], Hi-C [13], in situ-Hi-C [7], TCC [14], T2C
[15] or Capture-C [16,17], which are here referred as 3C-based
technologies), it has been possible to get insight into how the gen-
ome folds by interrogating physical interactions within the gen-
ome. Importantly, the combination of these 3C-based
technologies with advanced imaging [18] has helped reducing
the resolution gap in genome structure [19]. It is now known that
the genome organizes into chromosome territories [20], which in
turn are spaced into two compartment types [13] composed of
finer units called Topologically Associating Domains or TADs
[6,21,22]. Alongside these advances, the evidence that genome
structure is tightly associated with its function was being rein-
forced by the comparison with chromatin epigenetic states
[7,23]. However, two limitations are blurring the full picture of
the genome organization. First, some of the emerging genomic fea-
tures change depending on the scale at which we study the gen-
ome. For example, TADs are structural units that were shown to
be robustly detectable over a large range of genomic resolutions.
Yet, their existence is challenged when the genome is interrogated
at finer scales [7]. Second, 3C-based experiments are usually car-
ried out with tens of millions of cells, and thus are
population-based measures superimposing millions of partial

http://dx.doi.org/10.1016/j.febslet.2015.05.012
0014-5793/! 2015 Federation of European Biochemical Societies. Published by Elsevier B.V. All rights reserved.

⇑ Corresponding author at: Genome Biology Group, Centre Nacional d’Anàlisi
Genòmica (CNAG), Barcelona, Spain.

E-mail address: mmarti@pcb.ub.cat (M.A. Marti-Renom).

FEBS Letters 589 (2015) 2987–2995

journal homepage: www.FEBSLetters .org



Table 1
Summary of different modeling strategies. Fij is the observed interaction frequency between two particles i and j, Dij is the target distance usually inferred from Fij and rij is the distance computed on the models. N is the total number of
particles.
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R E V I E W

From chromatin to chromatin domains. The high degree of struc-
tural and functional organization of genomic chromatin extends to 
the subchromosomal level. Recent years have seen the generation of 
detailed maps of the distribution of various chromatin-binding pro-
teins, histone marks and DNA methylation in different species and 
cell types. Perhaps one of the most interesting observations from these 
efforts is that chromosome territories are not generated by homo-
geneous folding of the underlying chromatin but instead comprise 
discrete chromatin domains (Fig. 1). The domain size depends on 
the chromosomal region, the cell type and the species, spanning few 
tens of kilobases to several megabases (averaging ~100 kb in flies and 
~1 Mb in humans)10–16 .

Various studies report somewhat different classifications of chro-
matin types, mostly depending on the parameters used in the compu-
tational analysis, but the general consensus is that there are only a few 
types of repressive chromatin. The repressive domains are Polycomb-
bound euchromatin, heterochromatin and a chromatin state that has 
no strong enrichment for any of the specific factors or marks used 
for mapping11,12 ,14 . In contrast, there are various types of active or 
open chromatin, and it has proven more difficult to rigorously classify 
them, probably because the classification depends on the number of 
factors that are used for mapping. However, at least four types of open 

chromatin can be distinguished with some certainty, encompassing 
‘enhancers’, ‘promoters’, ‘transcribed regions’ and ‘regions bound by 
chromatin insulator proteins’15 .

An important feature of chromatin domains is that not all genes 
within the domain have the same transcriptional response. Some open 
chromatin domains may contain nontranscribed genes and some 
repressive domains may encompass transcribed regions, suggesting 
that chromatin domains can accommodate a certain degree of indi-
vidual gene regulatory freedom16 ,17 . Nevertheless, the overall gestalt 
of a given chromatin domain exerts its influence, as demonstrated by 
the fact that insertion of transgenes in different chromatin domains 
affects expression of a reporter gene. Therefore, domains build more 
or less favorable chromatin environments for gene expression but do 
not fully determine gene activity17 .

Topologically associated domains. Recent investigations of the  
3D folding of the fly, mouse and human genomes generalized the 
concept of chromatin domains and revealed that domains, as 
mapped by epigenome profiling, correspond to physical genome 
domains18–2 1. These topologically associated domains are character-
ized by sharp boundaries that correspond to binding sites for CTCF 
and other chromatin insulator–binding proteins as well as to active 

Figure 1 A global view of the cell nucleus. 
Chromatin domain folding is determined by 
transcriptional activity of genome regions. 
Boundaries form at the interface of active and 
inactive parts of the genome. Higher-order domains 
of similar activity status cluster to form chromatin 
domains, which assemble into chromosome 
territories. Repressive regions of chromosomes 
tend to contact other repressive regions on the 
same chromosome arm, whereas active domains 
are more exposed on the outside of chromosome 
territories and have a higher chance of contacting 
active domains on the other chromosome arm 
and on other chromosomes19,20, giving rise to 
topological ‘superdomains’ composed of multiple, 
functionally similar genome domains. The location 
of territories is constrained by their association with 
the nuclear periphery, transcription hubs, nuclear 
bodies and centromere clusters.

Genome organization undergoes dramatic changes during differentiation and development. Effects of genome organization are particularly prominent in embryonic 
stem (ES) cells. The genome landscape of ES cells is unique in that it is characterized by an abundance of active chromatin marks and reduced levels of repres-
sive ones117,118. ES cells have less compacted heterochromatin domains, and their centromeric regions are decondensed117,119,120. DNase hypersensitivity 
analysis suggests globally more accessible and open chromatin. The altered chromatin architecture is accompanied by a loss of binding of several architectural 
chromatin proteins, including heterochromatin protein HP1 and high-mobility group (HMG) proteins117, and increased amounts of chromatin remodelers and 
modifiers121,122. As ES cells differentiate, many of ES cell–specific chromatin hallmarks rapidly disappear. Roughly the reverse processes occur during reprogram-
ming of differentiated cells into induced pluripotent stem cells123. These observations point to a model in which chromatin structure is essential in establishing 
pluripotency by maintaining the genome in an open, readily accessible state, allowing for maximum plasticity.

In mouse embryogenesis, the maternal and paternal pronuclei are not symmetric: the paternal pronucleus lacks typical heterochromatin marks but contains 
Polycomb proteins that are absent from the maternal heterochromatin124. In Drosophila melanogaster, the cell cycle slows down as differentiation processes 
unfold during developmental progression. This is accompanied by a general decrease in nuclear volume, a progressive condensation of chromatin and a decrease 
in chromatin motion33. A strong reduction of Polycomb-dependent chromatin motion, concomitant with an increase in the residence time of Polycomb proteins on 
their target chromatin, parallels developmental progression, suggesting that a decrease in chromatin dynamics is required to stabilize gene silencing33, a process 
reminiscent of what happens during ES cell differentiation. More direct evidence for a role of three-dimensional chromosome organization in the developmental 
regulation of gene expression comes from studies in Caenorhabditis elegans, where movement of tissue-specific genes in the nuclear interior that is developmen-
tally programmed and is dependent on histone methyltransferases MET-2 and SET-35 has been described82,125.
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Figure 1. We Used In Situ Hi-C to Map over 15 Billion Chromatin Contacts across Nine Cell Types in Human and Mouse, Achieving 1 kb
Resolution in Human Lymphoblastoid Cells
(A) During in situ Hi-C, DNA-DNA proximity ligation is performed in intact nuclei.

(B) Contact matrices from chromosome 14: the whole chromosome, at 500 kb resolution (top); 86–96 Mb/50 kb resolution (middle); 94–95 Mb/5 kb resolution

(bottom). Left: GM12878, primary experiment; Right: biological replicate. The 1D regions corresponding to a contact matrix are indicated in the diagrams above

and at left. The intensity of each pixel represents the normalized number of contacts between a pair of loci. Maximum intensity is indicated in the lower left of each

panel.

(C) We compare our map of chromosome 7 in GM12878 (last column) to earlier Hi-Cmaps: Lieberman-Aiden et al. (2009), Kalhor et al. (2012), and Jin et al. (2013).

(D) Overview of features revealed by our Hi-Cmaps. Top: the long-range contact pattern of a locus (left) indicates its nuclear neighborhood. We detect at least six

subcompartments, each bearing a distinctive pattern of epigenetic features. Middle: squares of enhanced contact frequency along the diagonal (left) indicate the

presence of small domains of condensed chromatin, whosemedian length is 185 kb (right). Bottom: peaks in the contact map (left) indicate the presence of loops

(right). These loops tend to lie at domain boundaries and bind CTCF in a convergent orientation.

See also Figure S1, Data S1, I–II, and Tables S1 and S2.
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(12, 13). Interestingly, chromosome 18, which is
small but gene-poor, does not interact frequently
with the other small chromosomes; this agrees
with FISH studies showing that chromosome 18
tends to be located near the nuclear periphery (14).

We then zoomed in on individual chromo-
somes to explore whether there are chromosom-
al regions that preferentially associate with each
other. Because sequence proximity strongly in-
fluences contact probability, we defined a normal-

ized contact matrixM* by dividing each entry in
the contact matrix by the genome-wide average
contact probability for loci at that genomic dis-
tance (10). The normalized matrix shows many
large blocks of enriched and depleted interactions,
generating a plaid pattern (Fig. 3B). If two loci
(here 1-Mb regions) are nearby in space, we
reasoned that they will share neighbors and have
correlated interaction profiles. We therefore de-
fined a correlation matrix C in which cij is the

Pearson correlation between the ith row and jth
column of M*. This process dramatically sharp-
ened the plaid pattern (Fig. 3C); 71% of the result-
ing matrix entries represent statistically significant
correlations (P ≤ 0.05).

The plaid pattern suggests that each chromo-
some can be decomposed into two sets of loci
(arbitrarily labeled A and B) such that contacts
within each set are enriched and contacts between
sets are depleted.We partitioned each chromosome

Fig. 1. Overview of Hi-C. (A)
Cells are cross-linked with form-
aldehyde, resulting in covalent
links between spatially adjacent
chromatin segments (DNA frag-
ments shown in dark blue, red;
proteins, which canmediate such
interactions, are shown in light
blue and cyan). Chromatin is
digested with a restriction en-
zyme (here, HindIII; restriction
site marked by dashed line; see
inset), and the resulting sticky
ends are filled in with nucle-
otides, one of which is bio-
tinylated (purple dot). Ligation
is performed under extremely
dilute conditions to create chi-
meric molecules; the HindIII
site is lost and an NheI site is
created (inset). DNA is purified
and sheared. Biotinylated junc-
tions are isolated with strep-
tavidin beads and identified by
paired-end sequencing. (B) Hi-C
produces a genome-wide con-
tactmatrix. The submatrix shown
here corresponds to intrachro-
mosomal interactions on chromo-
some 14. (Chromosome 14 is
acrocentric; the short arm is
not shown.) Each pixel represents all interactions between a 1-Mb locus and another 1-Mb locus; intensity corresponds to the total number of reads (0 to 50). Tick
marks appear every 10 Mb. (C and D) We compared the original experiment with results from a biological repeat using the same restriction enzyme [(C), range
from 0 to 50 reads] and with results using a different restriction enzyme [(D), NcoI, range from 0 to 100 reads].
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B C D

Fig. 2. The presence and orga-
nization of chromosome territo-
ries. (A) Probability of contact
decreases as a function of ge-
nomic distance on chromosome 1,
eventually reaching a plateau at
~90 Mb (blue). The level of in-
terchromosomal contact (black
dashes) differs for different pairs
of chromosomes; loci on chromo-
some 1 are most likely to inter-
act with loci on chromosome 10
(green dashes) and least likely
to interact with loci on chromo-
some 21 (red dashes). Interchro-
mosomal interactions are depleted
relative to intrachromosomal in-
teractions. (B) Observed/expected
number of interchromosomal con-
tacts between all pairs of chromosomes. Red indicates enrichment, and blue indicates depletion (range from 0.5 to 2). Small, gene-rich chromosomes tend to interact
more with one another, suggesting that they cluster together in the nucleus.
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Model representation and scoring 
Constituent parts of the molecule
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Neighbor fragments Non-Neighbor fragments 

From 5C data to spatial distances



Model quality

chr150_TAD
α=50  
Δts=1

<dRMSD>: 45.4 nm
<dSCC>: 0.86

chr40_TAD
α=100  
Δts=10

<dRMSD>: 32.7 nm
<dSCC>: 0.94

TADbit-SCC: 0.91 

TADbit-SCC: 0.82 



Hi-C map generation and filtering



How confortable are you with…

• what 3C-based methods have told us about the genome? 
• the three levels of organization (A/B, TAD, Loops)? 
• modeling 3D genomes (XYZ coordinates)? 
• the limits of 3D modeling (MMP Score)? 
• TADbit filtering/normalization?


